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Dark Art

Art that is broadly defined as disturbing or horrific in nature

Roots are in horror

Synonyms: gothic, horror, nightmarish and disturbing

It is actually a culmination of techniques and styles

After the horror of a defect was encountered and the long 
torturous path to resolution suffered by many highly passionate 
skill technical professionals IPCS  and SLIP were created.  Both
SLIP and IPCS have been built upon ever sense.
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Dynamic System Name with REMOTE

Horror: The names of the REMOTE systems to be 

included in a dump must be “hardcoded” and 
declared when the slip was set

New Technique: Direct or indirect addresses can be 
used to look up system names when the trap 
matches

–System names assumed to be 8 characters

z/OS 1.9
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Dynamic System Name Example

Problem Situation: A system in the sysplex is going in and out of 
the state of being status update missing, IXC426D is issued on 
the system detecting the temporary hang.  The stall is temporary
and the impacted system varies.  A timely dump on the stalled 
system is desired.

– IXC426D SYSTEM system IS SENDING XCF SIGNALS BUT 
NOT UPDATING STATUS. REPLY SYSNAME= system TO 
REMOVE THE SYSTEM OR R TO RETRY 

SLIP SET,MSGID=IXC426D,A=SVCD, 

JOBLIST=(XCFAS),DSPNAME=('XCFAS'.*),

SDATA=(XESDATA,COUPLE,ALLNUC,CSA,PSA,LPA,LSQA,NUC,RGN,SQA,
SUM,SWA,TRT),

REMOTE=(UNCOND,SYSLIST=((3R?+F)),DSPNAME,JOBLIST,SDATA),END

This example works if and only if the system name 
is 8 characters!

z/OS 1.9
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Gotch-ya

If only a dynamic system name is requested then the display of the slip 

does not indicate there is a SYSLIST.

If a hardcode system name is coded along with a dynamic system name 

then both appear in the display

z/OS 1.9

No SYSLIST

SYSLIST
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SDUMP Started Message

Horror: Dump is taking a long time but message log does not 
indicate when the dump started

New Technique: IEA045I issued to indicate SDUMP started

IEA045I AN SVC DUMP HAS STARTED AT TIME=hh:mm:ss

DATE=mm/dd/yyyy FOR ASIDS(xx[,xx,...,xx])
ERRORID=SEQyyyyyy CPUzz ASIDasid TIMEhh:mm:ss.t

QUIESCE=YES|NO

z/OS 1.11
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IPCS ACTIVE
Horror: IPCS Active only lets users browse and analyze storage 

visible to key 8 applications.

New Technique: Access to more data!!

– Dataspaces owned by the ASID and visible to key 8 applications 

are now supported for IPCS users with no special authority

– Users authorized to BLSACTV ADDRSPAC can browse and 

analyze all storage in the ASID and its data spaces

– Users authorized to facility class BLSACTV SYSTEM can browse 

and analyze all systems ASIDs and data spaces, as well as, 
absolute storage

– Keep in mind the view is UNSERIALIZED.  The system will not be 

stopped to execute an IPCS command.

z/OS 1.9
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COPYDDIR EXPORT / IMPORT

Horror: Having to engage additional assistance to pursue root 
cause on a huge standalone dump which requires the new 
person to initialize the huge standalone dump

New Technique: COPYDDIR EXPORT / IMPORT

EXPORT the directory information to a common dataset

IMPORT the directory to the new dump directory

z/OS 1.10
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Place data in a dataset the new user can access
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Copy into the current directory from the dataset 
exported into in previous step.  Access from 
Utilities -> COPYDDIR selections of IPCS.
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Go ahead and start using the dump
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Dump Health Scan

Horror: Large SAD must be FTPd to IBM, 
delays in the customer’s network, IBM’s 
network, etc. results in delays in problem 
resolution

New Technique: Get started with initial 
problem diagnosis faster using the dump 
health scan.  Key system level IPCS 
command outputs routed to a PDS.

z/OS 1.12
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Dump Health Scan, How it Works

Physically allocate the PDS

ALLOC the PDS as IPCSPDS

–ALLOC DDNAME(IPCSPDS) 
DSNAME(‘PMRxxxxx.yyy.zzz’) SHR

Go into IPCS and issue 

–IP SETDEF PDS

–IP PROFILE PAGESIZE(2147483647)

Issue IPCS commands one at a time

–PRINT NOTERM is highly recommended

z/OS 1.12
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PDS Allocation
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DUMP Health Scan PDS Contents

VERBXVERBXVERBX SADMPMSGVERBX SADMPMSG

VERBXVERBXVERBX MTRACEVERBX MTRACE

SYSTRACESYSTRACESYSTRACE TTCH(LIST)SYSTRACE TTCH(LIST)

SYSTRACESYSTRACESYSTRACE ALL 
TIME(LOCAL)

SYSTRACE ALL 
TIME(LOCAL)

STATUSSTATUSSTATUS CPU WORKSHEETSTATUS CPU WORKSHEET

IOSKIOSKIOSK ALL VALIDATEIOSK ALL VALIDATE

COPYCAPDCOPYCAPDCOPYCAPDCOPYCAPD

COMKCOMKCOMKCOMK

ASMKASMKASMKASMK

ANALYZEANALYZEANALYZE RESOURCEANALYZE RESOURCE

PDS memberPDS memberIPCS subcommandIPCS subcommand

z/OS 1.12
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GRS 
Horror: Large dump, lots of resources, takes forever and a day 
to do finds in GRS report outputs

New Techniques

–Code restructured to yield performance improvements

–New filtering options to reduce data presented to user

–Panel driven interface

–More attributes relayed about resources of interest

• Event TOD and ENQ history (request, contention, 
ownership)

• Altered by RNLs, Exits, 3rd party managed

• Directed ENQ details, requesting TCB / Target TCB
z/OS 1.10
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z/OS 1.10
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z/OS 1.10

GRSTRACE has details for all the 
resources this system is interested in

both LOCAL and GLOBAL

GRSDATA contains all global resources 
if GRSQ Setting is CONTENTION

Select QNAME / RNAME to focus on
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z/OS 1.10

GRSTRACE SUMMARY

Major control blocks
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Mode, CNS system, ENQMAXA
and ENQMAXU
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z/OS 1.10

System level resource
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z/OS 1.10

Repeat and review Details
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z/OS 1.10

Resource

Status of resource, time ENQ requested
Time ENQ granted

Caller’s PSW
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z/OS 1.10
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GRSDATA Output for SYSZJES2

Not a lot of detail
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SUMMARY Subcommand

Horror: Output of IP SUMM FO can be very very very long 

New Technique: New options to enable IPCS users to focus on a sole 
TCB or EXCLUDE(GLOBAL,JPQ,LOADLIST).  Panel driven or 

command driven.

– EXCLUDE(GLOBAL) causes global SRB formatting to be omitted. 

– EXCLUDE(JPQ) causes job pack queue formatting to be omitted. 

– EXCLUDE(LOADLIST) cause load list formatting to be omitted. 

IP SUMM FO ASID(6) TCB(xxxxx)

IP SUMM FO ASID(6) EXCLUDE(GLOBAL,JPQ,LOADLIST) 

z/OS 1.10
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z/OS 1.10
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IP SUMM FO ASID(6) TCBADDR(x'7d1178') 

SRBs

Work Unit Queues

ASCB

ASSB

ASXB

PC tables

Formatted TCB x’7D1178’

*Does not have all of the “other” TCBs

z/OS 1.10
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IP SUMM FO ASID(6) EXCLUDE(GLOBAL)

Work Unit Queues

ASCB

ASSB

ASXB

PC tables

All TCBs in ASID 6 formatted

SRBs not formatted

z/OS 1.10
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Horror: History is not long enough to see the problem in the 
system trace table.  Faster processors make this even worse.

New Technique: System trace buffers can be made larger and 
new “M” for megabyte notation accepted.

TR ST,{nnnK,nnnM}

Horror Remains: Buffers are below the line and that’s a lot of 
storage!

System Trace

z/OS 1.9
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System Trace
Horror: We have the ability to specify HUGE system 
trace buffers and they reside below the bar!

New Technique: System trace buffers moved above 
the bar, 

–Ability to specify in “G” gigabytes

–New default per processor is 1M 

–1M is the minimum per processor.

z/OS 1.10
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System Trace

Horror: Turning on branch tracing also turns on mode tracing

New Technique: Branch tracing and mode tracing are 
controlled individually

TRACE ST,BR={ON|OFF},MODE={ON|OFF}

z/OS 1.9
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System Trace

TRACE ST,{nnnK|nnnM|nG}

–Each CPU will be allotted the amount of storage 
declared

–If “K” is specified 1M is allotted

TRACE ST,BUFSIZE={nnnnnK|nnnnnM|nnnG}

–All CPUs will share the storage allotment 
declared

–Much wiser and easier for complete system 
planning

Caution: Always take into consideration the amount of real storage on the 
system.  Larger trace buffers means less pages available for other system 
work.  More storage for trace buffers may cause a system level performance 
problem. z/OS 1.10
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5 Words Captured on SPER

Horror: there is some key data that needs to 
be captured immediately when SPER is 
trigger

New Technique: Ability to capture 5 words 
of data in SPER system trace entry when a 
slip hits.  

z/OS 1.9
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5 Words Captured on SPER
Data to be captured 

–displaces Unique Data Fields 

• Instruction length code

• translation error address

• PSACLHS/E

• trap ID

–Specify by direct or indirect addressing

–Declare a start and end range

–Processing will always rounded up to word boundary

–Data to be capture truncated at 5 words

SLIP SET,IF,…,A=STRACE,STDATA=((2R?,+8),(10000,+4)),END
z/OS 1.9
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SYSTRACE SORTCPU
Horror: System trace sorts entries in time order.  Some problems 

occur on a single CPU and analysis takes a long time when the traces 

are fully merged.

New Technique: Enable users to sort system trace entries by CPU

IP SYSTRACE SORTCPU(mm/dd/yy,hh:mm:ss:dddddd,n)

– “n” is the number of entries before and after the specified time to

show in the output

z/OS 1.12
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IP SYSTRACE SORTCPU(07/05/11,13:29:59.200299,5)

5 entries before requested time
on CPU00

Data for CPU00

5 entries after requested time
on CPU00

Focal Time

Data for each CPU follows in the same format
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System Trace Performance Analysis

Horror: Nightmare to do performance analysis by hand in a dump.  

New Technique: Introduction of SYSTRACE PERFDATA

PERFDATA ([SHOWTRC] [DOWHERE] [SIGCPU(sss.dddddd)])

– SHOWTRC requests the system trace table be displayed in the 

output

– DOWHERE requests WHERE on the PSWs within CLKC and 
SRB analysis sections of PERFDATA

– SIGCPU requests CLKC analysis and WHERE analysis for SRB 

events be bypassed for usage less than the specified time

z/OS 1.12

Always always always keep in mind this is a very tiny 
focused picture.  It is relevant for the time covered but may 

not reflect they overall system view.
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Summary of Contents of PERFDATA Report

CPU usage summary

CPU breakdown by ASID

SRB breakdown by ASID

–With WHERE info

TCB breakdown by ASID

CLKC events

–With WHERE info

Lock information

SSCH to I/O times

z/OS 1.12
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IP SYSTRACE PERFDATA

Operates on the 
Intersection of all trace buffers

Summary for each processor

Summary for all processors
SRB Time, TCB time, Idle Time 

CPU Overhead

Lots of Idle Time
Caution: zIIPs, zAAPs processed

The same as GP
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… lines omitted …

Total address spaces observed 
Running in the intersect of trace buffers

Totals

Breakdown by asid / jobna
SRB Time, TCB Time

Total Time
Caution: Not sorted!

Caution: Includes work ru
On zIIP and zAAPs

If the problem is on a GP
Data may not be applica
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SRB details by ASID
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TCB details by ASID
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I/O Timings observed in
System trace table
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IP SYSTRACE PERFDATA(DOWHERE)

Summary sections at the top are the same

WHERE success same ratio as WHERE success in dumps
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IP SYSTRACE PERFDATA(DOWHERE) cont.
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IP SYSTRACE PERFDATA(DOWHERE) cont.
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System Trace – CPUMASK
Horror: More processors, more data to dig through in the system trace 
table and elongated problem identification times.

New Technique: CPUMASK and CPUTYPE

IP SYSTRACE CPUMASK(24F)

–X’24F’ is a bit mask where each bit represents a CPU

• X’24F’ represents CPUs 3,5,8,9,10 and 11

–CPU numbers start with CPU 0 and go to maximum number of 
CPUs 128

–Really helpful for very large LPARs with a high number of CPUs.

z/OS 1.13
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System Trace – CPUTYPE
Horror: More types of processors, where the profiles for the 
processors differ greatly as the work eligible to run on the processors 
differs, more data to dig through in the system trace table and 
elongated problem identification times.

New Technique: CPUTYPE

IP SYSTRACE CPUTYPE(ZAAP,ZIIP,STANDARD)

– ZAAP is abbreviated as ZA

– ZIIP is abbreviated as ZI

– STANDARD represents the classic general purpose processors 
and is abbreviated as CP or S

– Blanks or commas can be used to separate the options

z/OS 1.13
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System Trace – CPUMASK and CPUTYPE

CPUMASK and CPUTYPE options can be combined the output 
is the union of the two

z/OS 1.13
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DOCPU

Horror: Obtaining diagnostic data from each processor in a 

standalone dump

New Technique: DOCPU

IP DOCPU

IP DOCPU CPU(list)

– CPU(0) – only processor 0

– CPU(3:5) – processors 3,4 and 5

– CPU(x’B’) – only processor 11

IP DOCPU CPUTYPE(ZA,ZI,S)

IP DOCPU CPUMASK(401) 
z/OS 1.13
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DOCPU EXEC((ipcs command))

DOCPU was built with the ability to execute an IPCS command 
against each processor

IP DOCPU CPU(0,1) EXEC((L 1000 LEN(50))) 

–For processors 0 and 1, display 50 bytes of data starting at 
address 1000

Gotchya – If you accidentally enter DOCPU on a z/OS 1.13 
SVC dump the command will take and no error message is 
returned.  No data is returned either.

z/OS 1.13
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IPCS GRSTRACE Summary Output

MAJOR NAME: xmajorname

MINOR NAME: xminorname

SCOPE: xscope SYSNAME: xsysname STATUS: xstatus

ASID: xasid TCB: xtcb JOBNAME: xjobname

MASID: xmasid MTCB: xmtcb

Reserve Device: xdevice Volser: xvolser                 

Critical ENQ Time(s):                                                              

Request:       xdate xtime

Contention:  xdate xtime

Grant:           xdate xtime

Delta Time Waiting: xdeltatime

Movewaiter:  xdate xtime z/OS 1.10
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IPCS GRSTRACE Summary Example
MAJOR NAME: TESTENQ

*   MINOR NAME: DUMMYENQ                                        

SCOPE: SYSTEMS   SYSNAME: S1        STATUS: *SHARED*    /OWN                                   

ASID: 0000002C   TCB: 006FF020    JOBNAME: GRSTOOL     

Critical ENQ Time(s):                                                              

Request:     06/04/2007 15:30:05.804018             

Grant:       06/04/2007 15:30:05.834250             

SCOPE: SYSTEMS   SYSNAME: S1        STATUS: *SHARED*    /OWN                                   

ASID: 00000028   TCB: 006FF020    JOBNAME: GRSTOOL     

Critical ENQ Time(s):                                                              

Request:     06/04/2007 15:32:18.460284              

Contention:  06/04/2007 15:32:18.484524              

Grant:       06/04/2007 15:32:34.846436              

Delta Time Waiting: 00:00:16.361911                  

SCOPE: SYSTEMS   SYSNAME: S2        STATUS: *EXCLUSIVE* /WAIT                                  

ASID: 0000002F   TCB: 006FF020    JOBNAME: GRSTOOL      

Critical ENQ Time(s):                                                              

Request:     06/04/2007 15:33:18.738913               

Some ENQ information is unavailable for this remote request

Example of IP VERBX GRSTRACE 

‘QNAME(‘’TES?ENQ’’) SUMMARY’

z/OS 1.10
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IPCS GRSTRACE Detail Output
MAJOR NAME: xmajorname

MINOR NAME: xminorname

Resource Creation Time: xdate xtime

Last Movewaiter Time:   xdate xtime

SCOPE: xscope SYSNAME: xsysname STATUS: xstatus

ASID: xasid TCB: xtcb JOBNAME: xjobname

MASID: xmasid    MTCB: xmtcb   

Reserve Device: xdevice Volser: xvolser                

Critical ENQ Time(s):                                                              

Request:     xdate xtime

Contention:  xdate xtime

Grant:       xdate xtime

Delta Time Waiting: xdeltatime

Movewaiter:  xdate xtime

Caller PSW: xpsw Caller TCB: xcallertcb

Request Type: xrequesttype

RNL Processing Actions: xrnlactions

Affected by ISGNQXIT/FAST

Affected by ISGNQXITBATCH/CND

Managed by an Alternate Serialization Product 

ISGENQ Userdata:

xuserdata

QEL: xqeladdr QXB: xqxbaddr

QCB: xqcbaddr SVRB: xsvrbaddr z/OS 1.10


